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Abstract—Drones and mobile robots in general experience mo-
tion sickness when put inside a GPS denied moving environment.
This navigation problem is of a novel nature and barely explored
in the literature. The objective of this paper is to design a
control strategy for drone reference tracking inside the moving
environment. First, we provide an initial formulation of the
problem where the non-inertial frame is assumed to have only a
translation motion relative to the inertial reference frame. Then
we derive the dynamic model of the drone in the non-inertial
frame using the relative motion principle. After that, we use a
combined Sliding mode controller and Extended Kalman Filter
with Unknown Inputs (EKF-UI) for trajectory tracking. The
EKF-UI enables to jointly estimates the states of the drone and
the non-inertial frame accelerations. The sliding mode control
laws are computed using the measured and estimated states to
ensure the asymptotic convergence of the whole observer-based
control strategy. The performance of the proposed observer-based
control strategy is tested through simulation and experiment.

Index Terms—Unmanned Aerial Vehicles, reference tracking,
non-inertial frame, Extended Kalman Filter with Unknown
Inputs, sliding mode.

I. INTRODUCTION

Unmanned aerial vehicles (UAVs), also known as drones,
have gained popularity in recent years as a tool for a variety
of applications, including aerial photography and mapping,
search and rescue, smart agriculture, tracking and monitor-
ing industrial facilities and wildlife, surveillance, disaster
response, and the delivery of healthcare supplies [1]–[18]. An
instrumented positioning infrastructure or a Global Navigation
Satellite System (GNSS) is needed for these applications.
However, UAVs may prove useful in a wide range of unex-
plored environments in which GNSS cannot be used, including
elevators, cars, boats, trucks, trains, ships, and airplanes. Fly-
ing in moving environments can be very problematic for sev-
eral reasons. In the absence of GNSS, a UAV can’t obtain its
absolute position in the Geocentric coordinate system, which
is called an inertial frame for vehicles like drones. The onboard
sensors like accelerometer and gyroscope will provide angular

rates and acceleration with respect to this inertial frame. On
the other hand, the onboard positioning sensors will provide a
position with respect to the moving environment, which is non-
inertial frame for the drones. Consequently, a UAV’s onboard
positioning will be out of sync with its inertial measurements.
There are several YouTube videos that demonstrate people
trying to fly UAVs inside trucks or elevators as an example of
this challenge [19]–[23]. Human pilots achieve decent results
at low speeds, but their results are inconsistent. It becomes
more difficult or nearly impossible to control a UAV as the
moving environment acceleration increases. Few studies have
been conducted on UAVs operating with non-inertial reference
frames. In [24] authors present an autonomous landing control
approach for an unmanned aerial vehicle subject to wind
disturbance and three-dimensional movements of the landing
platform. Another study considers the problem of controlling a
UAV attached to a generic and independently moving platform
[25]. A similar study addresses tracking issues for a non-
inertial frame-referenced UAV that is controlled by a cascaded
PID controller [26]. Neither of these works considered flying
UAVs in a non-inertial environment or on a platform without
access to inertial position data. To the best of the authors’
knowledge, autonomous UAVs flying inside a moving envi-
ronment without inertial positioning have not presented in the
literature. A problem formulation is presented in this paper
in order to more comprehensively understand the question,
followed by simulation and experiment results.

A UAV modeling has been extensively studied in the
literature. The most widely used model is the non-linear model
was developed using the Newton-Euler formalism in [27]–
[29]. A hybrid dynamic model for drones was also presented
in [30]. However, all these models describe the drone motion
in an inertial reference frame. Therefore, based on the relative
motion principle, we derive the drone model in the non-inertial
frame where the moving environment acceleration acts as an
unknown input.
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There have been studies of observers for systems with
unknown inputs for nearly half a century. Several designs
have been proposed for both linear and non-linear systems
to jointly estimate the states and the unknown inputs [31]–
[33]. In [34] the authors propose an unknown input Kalman
Filter for linear systems, and in [35] the Extended Kalman
Filter with Unknown Inputs (EKF-UI) is developed. The
EKF-UI estimator was tested in several applications [36]–
[38] and demonstrated good performance. Therefore, we will
use the EKF-UI in this paper to estimate the drone’s states
simultaneously with the moving environment accelerations.

Quadrotor control has been widely studied in the literature.
Several linear controllers such as PID, LQ, and LQR are
proposed to control the UAV by linearizing its dynamics
around an operating point [39]–[41]. In [42], [43], a special
case is considered where the drone constantly accelerates.
The authors used a linear controller consisting of a triple
integrator to tackle this problem. In addition, [44] proposes
adaptive designs that were tested afterward in-flight. Unlike
linear controllers that provide local convergence guarantees,
non-linear controllers provide global convergence for a wider
flight range. Several non-linear controllers are implemented
for quadrotor control and demonstrate good trajectory tracking
performance. Examples of these controllers include backstep-
ping [45], feedback linearization [46], and sliding mode [47].
In the present paper, we use the sliding mode controller, which
does not require any knowledge about the non-inertial frame
acceleration except its bound. In [48], the authors implemented
the sliding mode controller experimentally on a drone in
presence of wind disturbances where it demonstrated good
performance, especially for disturbance rejection. To the best
of the authors’ knowledge, sliding mode control or any other
controller has not been successfully tested yet in experiments
for drone control inside moving environments.

The organization of the present paper is as follows: we first
formulate the problem in Section II for moving environments
with translation motion only. Then, we derive in Section III the
drone model in a non-inertial frame. In Section IV and Section
V, we present the designing steps of the Extended Kalman
Filter with Unknown Input and the Sliding Mode controller
respectively. The experimental setup is explained in Section
VI. The simulation and experimental results of the combined
EKF-UI and Sliding Mode controller are presented in Section
VII. Finally, concluding remarks and future work are given in
Section VIII.

II. PROBLEM FORMULATION

This paper tackles the drone reference tracking problem
inside a GPS-denied moving environment whose position,
velocity, and acceleration are not assumed to be measured.
The moving environment is associated with a non-inertial
frame R’(o’,x’,y’,z’) has only translation motion with respect
to the inertial frame R(o,x,y,z). Figure 1 illustrates the different
frames considered in this problem.
Since the moving environment translates only, the linear
positions and velocities of the drone are the only states

affected by the non-inertial frame motion. The angular
positions and angular rates remain unchanged with the
change of frames. The measured states are the drone’s relative
linear position in the non-inertial frame, the angular position,
and the angular rates. In the experiments conducted as part of
this work, the drone’s angular positions and rates are measured
using MindPX instrumentation unit. [49], while the relative
linear positions in the moving environment are measured
using onboard localization sensors. More details regarding the
instrumentation will be given in section [Experiment Section].
The drone’s linear velocities measurements are usually the
result of sensor fusion where linear acceleration measurements
are combined with position measurements. However, onboard
accelerometers provide absolute linear acceleration while the
position sensors provide relative position in the non-inertial
frame. Therefore, an observer needs to be implemented to
recover the relative linear velocities of the drone.

The drone reference tracking problem will be tackled follow-
ing the steps hereafter:

1) Derive the model describing the drone dynamics in the
non-inertial frame.

2) Design and estimator to estimate the non-measurable
states (linear velocities) simultaneously with unknown
inputs (non-inertial frame accelerations).

3) Design a controller that ensures the convergence of the
drone states to their desired reference inside the moving
environment.

Fig. 1. The different frames related to flying a drone inside a moving
environment.

III. DYNAMICAL MODEL

To derive the model of the drone in the non-inertial frame,
first, we write the dynamical model of the drone in the inertial
frame. Then, using the relative motion principles, we derive
the drone dynamic model in the non-inertial frame.
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A. Dynamic model of the drone in the inertial frame R

The equations of motion of the drone with respect to the
inertial frame R are given by [28]

ẍa = u1(cosϕ sin θ cosψ + sinϕ sinψ)
ÿa = u1(cosϕ sin θ sinψ − sinψ cosψ)
z̈a = u1(cosϕ cos θ)− g

ϕ̈ = aθ̇ψ̇ + u3
θ̈ = bψ̇ϕ̇+ u4
ψ̈ = cθ̇ϕ̇+ u5.

(1)

where a =
Iy−Iz
Ix

, b = Iz−Ix
Iy

and c = Ix−Iy
Iz

, and u1, u2, u3,
and u4 are the inputs of the drone given by

u1 = b
m

(
Ω2

1 +Ω2
2 +Ω2

3 +Ω2
4

)
u2 = b

Ix

(
Ω2

4 − Ω2
2

)
u3 = b

Iy

(
Ω2

3 − Ω2
1

)
u4 = l

Iz

(
−Ω2

1 +Ω2
2 − Ω2

3 +Ω2
4

) .

ϕ, θ, and ψ represent respectively the pitch, roll, and yaw
angles. Ωi, i=1,2,3,4 represent the angular rates of the four
rotors.
The state-space model of the drone motion in the inertial frame
is:

ẋa1 = xa2
ẋa2 = [cos (x7) sin (x9) cos (x11) + sin (x7) sin (x11)]u1
ẋa3 = xa4
ẋa4 = [cos (x7) sin (x9) sin (x11)− sin (x7) cos (x11)]u1
ẋa5 = xa6
ẋa6 = [cos (x7) cos (x9)]u1 − g
ẋ7 = x8
ẋ8 = ax10x12 + u2
ẋ9 = x10
ẋ10 = bx8x12 + u3
ẋ11 = x12
ẋ12 = cx8x10 + u4.

(2)
The state vector for the drone mo-

tion in the inertial frame is given by
(xa1, xa2, xa3, xa4, xa5, xa6, x7, x8, x9, x10, x11, x12)

T =
(xa, ẋa, ya, ẏa, za, ża, ϕ, ϕ̇, θ, θ̇, ψ, ψ̇)

T .

B. Dynamic model of the drone in the non-inertial frame R’

Since the non-inertial frame has translates only in the inertial
frame, the drone’s linear positions and velocities are the only
states affected. The angular positions and velocities remain
unchanged.
The linear acceleration of the drone in the inertial frame R is
expressed as the sum of the moving environment acceleration
in R and the drone relative acceleration in R’ẍaÿa

z̈a

 =

ẍe + ẍr
ÿe + ÿr
z̈e + z̈r

 . (3)

where ẍe, ÿe, z̈e represent the accelerations of the moving
environment, and ẍr, ÿr, z̈r, represent the relative accelerations

of the drone in the non-inertial frame. Therefore the drone
acceleration w.r.t R’ can be expressed as:ẍrÿr

z̈r

 =

ẍa − ẍe
ÿa − ÿe
z̈a − z̈e

 . (4)

For the purpose of clear notation we consider the following
notations for the rest of the paper:ẍeÿe

z̈e

 =

axay
az

 .

c(x) = cos(x),

s(x) = sin(x).

The state-space representation of the drone in the box frame
is 

ẋ1 = x2
ẋ2 = [c (x7) s (x9) c (x11) + s (x7) s (x11)]u1 − ax
ẋ3 = x4
ẋ4 = [c (x7) s (x9) s (x11)− s (x7) c (x11)]u1 − ay
ẋ5 = x6
ẋ6 = [c (x7) c (x9)]u1 − g − az
ẋ7 = x8
ẋ8 = ax10x12 + u2
ẋ9 = x10
ẋ10 = bx8x12 + u3
ẋ11 = x12
ẋ12 = cx8x10 + u4,

y =
(
x1 x3 x5 x7 x8 x9 x10 x11 x12

)T
.

(5)
x = (xr, ẋr, yr, ẏr, zr, żr, ϕ, ϕ̇, θ, θ̇, ψ, ψ̇)

T is the state vector,
and ax , ay , az represent the acceleration of the box with
respect to x , y , and z axis, respectively.

System 5 has the following global structure:{
ẋ = fc(x, u) + Ea(t)
y = Cx,

(6)

where a(t) = [ax, ay, az]
T is the moving environment accel-

eration. The matrices E and C are given by:

E =



0 0 0
−1 0 0
0 0 0
0 −1 0
0 0 0
0 0 −1

06×3



C =


1 0 0 0 0 0
0 0 1 0 0 0
0 0 0 0 1 0

03×6

06 I6
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IV. ESTIMATION PROBLEM

Adding process and measurement noise to system 6, the
system becomes{

ẋ = fc(x, u) + Ea(t) + w(t)
y = Cx+ v(t),

(7)

where w(t) is the process noise and v(t) is the measurement
noise.
In the above system, the moving environment acceleration a(t)
acts as an unknown input on the drone system. Therefore,
we will use We use Extended Kalman Filter with Unknown
Input (EKF-UI) [35] to jointly estimate the drone’s states
and the moving environment acceleration. In order to jointly
estimate the states of the drone and the moving environment
acceleration. Without loss of generality, we assume that a(t)
is piece-wise constant.
First, we augment the system considering the above assump-
tion ζ̇ =

(
ẋ
ȧ

)
=

(
fc(x, u) + Ea(t)

0

)
+

(
w(t)
wa(t)

)
y = Cζζ + v(t)

, (8)

where ζ = [x a]T is the augmented state vector, wa(t) is
the acceleration’s process noise, and Cζ = [C 09×3].

Then, we discretize the augmented system using backward
Euler integrator:
ζ[k] =ζ [k − 1] + Ts

(
fc (x [k − 1] , u [k]) + Ea[k − 1]

0

)
+Ts

(
w(t)
wa(t)

)
y[k] =Cζζ[k] + v[k]

.

(9)
where Ts is the sampling period.
The EKF-UI implementation has two phases:
1) Prediction phase:
We compute the a-priori estimate the augmented state ζ̂ and
its covariance matrix P̂

ζ̂[k] = f(ζ̂[k − 1], u[k])

P̂ [k] = A[k]P̂ [k − 1]A[k]T +Q,

where Q represents the covariance matrix of the process noise
w(t) and the unknown input noise wa(t), and A is the Jacobi
matrix:

A[k] =

(
TsA1[k] + I12 TsE

03×12 I3

)
,

A1[k] =


∂f
∂x1
∂f
∂x2

...
∂f
∂xn


x[k−1],u[k]

.

2) Update phase
First, we compute the residual error e of the output and its
covariance matrix S

e[k] = y[k]− Cζ ζ̂[k]

S[k] = R[k] + CζP̂ [k]C
T
ζ ,

where R represents the covariance matrix of the measurement
noise v(t).
The Kalman gain is given by:

K[k] = P̂ [k]CT
ζ S[k]

−1,

Finally, we obtain the updated state estimate and its covariance
matrix:

ζ̂[k] = ζ̂[k] +K[k]e[k]

P [k] = (I −K[k]Cζ)P̂ [k].

V. CONTROL PROBLEM

To design a controller for the drone, we consider the following
virtual control inputs{

ux = c (x7) s (x9) c (x11) + s (x7) s (x11)
uy = c (x7) s (x9) s (x11)− s (x7) c (x11) ,

(10)

The state space representation of the drone becomes:

ẋ1 = x2
ẋ2 = uxu1 − ax
ẋ3 = x4
ẋ4 = uyu1 − ay
ẋ5 = x6
ẋ6 = [c (x7) c (x9)]u1 − g − az
ẋ7 = x8
ẋ8 = ax10x12 + u2
ẋ9 = x10
ẋ10 = bx8x12 + u3
ẋ11 = x12
ẋ12 = cx8x10 + u4.

(11)

In this paper, we will adopt the sliding surface proposed by
Slotine and Li propose in [50] of the following general form

S(x) =

(
d

dt
+ λ

)r−1

e(x),

where e(x) = x − xd is the tracking error, λ is a positive
constant, and r is the relative degree of the system.
Therefore, the sliding surfaces for system 11 are given by

Si = ėi + λiei.

where ei = xi − xid, for i = 1, 3, 5, 7, 9, 11, are the position
tracking errors, and λi, i = 1, 3, 5, 7, 9, 11, are positive
constants.

To derive the control laws, we consider the following:
Assumption1
The the moving environment accelerations are bounded, i.e.
|ax| ≤ a1, |ay| ≤ a3, |az| ≤ a5.
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Control input for x :
Consider the following Lyapunov function:

V1 =
1

2
ST
1 S1,

V̇1 = S1[ë1 + λ1ė1],

V̇1 = S1[ẍ1 − ẍ1d + λ1 (ẋ1 − ẋ1d)],

V̇1 = S1[uxu1 − ax − ẍ1d + λ1 (x2 − ẋ1d)],

Since x2 is not measured, we substitute it by its estimate x̂2

V̇1 = S1 [uxu1 − ẍ1d + λ1 (x̂2 − ẋ1d)]− S1ax,

V̇1 ≤ S1 [uxu1 − ẍ1d + λ1 (x̂2 − ẋ1d)] + |ax| |S1| ,

Using Assumption 1

V̇1 ≤ S1 (uxu1 − ẍ1d + λ1 (x̂2 − ẋ1d)) + a1|S1|,

For V̇1 ≤ 0 it’s enough to choose :

V̇1 ≤ S1[uxu1 − ẍ1d + λ1 (x̂2 − ẋ1d) + a1 sign (S1)]︸ ︷︷ ︸
−k1 sign(S1)

,

ux =
1

u1
[− (k1 + a1) sign (S1) + ẍ1d − λ1 (x̂2 − ẋ1d)] .

Control Input for y and z:
Using the same steps as above, we find the control laws for y
and z:

uy =
1

u1
[− (k3 + a3) sign (S3) + ẍ3d − λ3 (x̂4 − ẋ3d)] .

u1 =
1

c (x7) c (x9)
[−(k5 + a5) sign (S5) + g

+ ẍ5d − λ5 (x̂6 − ẋ5d)].

For x7 and x9 ̸= π
2

Control input for ϕ :

V7 =
1

2
ST
7 S7,

V̇7 = S7[ë7 + λ7ė7]

V̇7 = S7[ax10x12 + u2 − ẍ7d + λ7 (x8 − ẋ7d)],

For V̇7 ≤ 0 it is enough to choose :

u2 = −k7 sign (S7)− ax10x12 + ẍ7d − λ7 (x8 − ẋ7d) .

Control input for θ and ψ:
Using the same steps as above:

u3 = −k9 sign (S9)− bx8x12 + ẍ9d − λ9 (x10 − ẋ9d) .

u4 = −k11 sign (S11)− cx8x10 + ẍ11d − λ11 (x12 − ẋ11d) .

The desired trajectories x1d, x3d, x5d, and x11d are set a-priori.
However, x7d and x9d are obtained from the virtual control
laws ux and uy as follows:[

s (x7d)
c (x7d) s (x9d)

]
=

[
s (x11d) −c (x11d)
c (x11d) s (x11d)

] [
ux
uy

]
.

VI. EXPERIMENTAL SETUP

To support the theoretical part and numerical simulation we
conducted the experiment inside the moving elevator. For the
moving elevator, the problem can be simplified into a one-
dimensional moving environment along the z-axis. Thus, the
variables that will be controlled by the sliding mode controller
are resumed to x5, and x6, The rest of the states variables
will be managed by the PX4 pre-built onboard controller, as
their desired references will be set to zero. Therefore, the state
equations of the reduced control problem are{

ẋ5 = x6
ẋ6 = u1 − g − az.

(12)

The sliding mode control law for system 13 becomes

u1 = −(k5 + a5) sign (S5) + g + ẍ5d − λ5 (x̂6 − ẋ5d) .

The augmented system for the EKF-UI to be implemented
onboard of the PX4 is given by x5[k] = x5[k − 1] + Tsx6

x6[k] = x6[k − 1] + Ts(u1[k − 1]− g − az[k − 1])
az[k] = az[k − 1]

(13)
The process covariance matrix used in the experiment was
chosen as Q = I3, and the measurement covariance matrix
was chosen as R = 1000. The sampling time used during the
experiment is Ts = 0.02. The drone parameters are given in
table I.

TABLE I
DRONE PARAMETERS

Name Symbol Value Unit
Mass m 1.61 Kg
Distance between the rotor l 0.23 m
and the center of mass
Moment of inertia along x Ix 8.1×10−3 Kg.m2

Moment of inertia along y Iy 8.1×10−3 Kg.m2

Moment of inertia along z Iz 14.2×10−3 Kg.m2

To conduct the experiment the following hardware was used.
A drone DJI Flame Wheel F450 with MindPX flight controller
running PX4 software, an OptiTrack tracking system, a Win-
dows OS computer to host the data for the OptiTrack system, a
Linux OS companion computer (Odroid XU4) to run EKF-UI
and Sliding mode controller onboard, and a Wi-Fi router. The
OptiTrack system consists of six infrared (IR) cameras, Flex
3, mounted on the stage stands inside the elevator as shown
in figure 2.
The Motive software on a Windows OS computer is used
for visualizing and managing the OptiTrack system as well
as processing the data obtained from the IR cameras. The
position and orientation of the UAVs with multiple reflective
markers can be tracked and continuously streamed by the
Motive software to an IP address via the Wi-Fi router. The
Motive software defines a remote Virtual-Reality Peripheral
Network (VRPN) server to stream the tracking information
once the rigid body is created. The VRPN server will transmit
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Fig. 2. Experimental setup in the elevator

the position and orientation, of a UAV to the designated remote
server.

A companion onboard computer is used to perform more
sophisticated and high computations that the flight controller
can not. The flight controller is designed for low-level tasks,
e.g. attitude control, motor driving, and sensor data acquisition.
On the other hand, the companion computer is used for
high-level-control, e.g. path planning, trajectory generation,
optimization, image processing and etc. The robot operating
system (ROS) is a framework with tools and libraries that
helps to build robotics applications. The ROS is installed
on the drone companion computer. It runs a specific ROS
package, VRPN Client ROS, to connect to the remote VRPN
server and retrieve the drone position and orientation from the
Motive software. The position information is processed by an-
other ROS package, Mavros, which provides a communication
driver between the onboard computer and the flight controller
via MAVLink protocol. The custom ROS package utilizes the
position information for EKF-UI and Sliding mode controller
implementation.

The experiment started with a drone taking off au-
tonomously and hovering at an altitude of 0.6 meters. At
this stage drone used a PX4 position controller. After a
specific time, the code changed the setpoint to accept u1 as an
acceleration setpoint in the z-axis only. Concurrently EKF-UI
algorithm is running within the same loop for drone velocity
and elevator acceleration estimation. At this time, the elevator
started moving upward and downward in the building with five
floors. The video from the experiment can be accessed via the
following YouTube link: https://youtu.be/OwYMFWLVwtM.
It is evident that the drone ascended when the elevator ac-
celerated and then descended when the elevator decelerated,
while the elevator is moving downward.

VII. SIMULATION AND EXPERIMENTAL RESULTS

In this section the simulation results will be compared with
the results from the experiment conducted in the elevator. The
recorded elevator acceleration will be fed to Matlab simulation
environment and the corresponding altitude x5 is generated
using the implemented EKF-UI and Sliding Mode controller
code. We also record the estimated velocity along the z-axis x̂6

Fig. 3. Altitude reference tracking vs the elevator Acceleration. (a): Com-
parison between the experimentally measured altitude (in blue) inside the
elevator and the simulated altitude (in orange) where the dashed yellow line
represents the desired altitude. (b): comparison between the measured elevator
acceleration (in blue) and the estimated acceleration using the implement
EKF-UI in Matlab (orange) and the estimated acceleration using the onboard
EKF-UI (yellow).

and the estimated elevator acceleration âz using the EKF UI.
For the sake of notation clarity, we consider the following:

• xExp : experimentally measured variable
• xSim : simulated variable using Matlab.
• x̂Exp : estimated variable using the on-board EKF-UI.
• x̂Sim : estimated variable using the implemented EKF-UI

on Matlab.
The simulation was conducted considering the following:

• Process and unknown input noise covariance matrix Q =
I15

• Gaussian measurement noise v(t), with a mean of 0.01
• Gaussian Process noise w(t), with a mean of 0.001
• Gaussian noise for the non-inertial frame acceleration
wa(t), with a mean of 0.0001

• ζ0 =[0 0 0 0 0.6 0 0 0 0 0 0 0 0 0 az ]T

• ζ̂0=015×1

From figure 3(a) we can see that the drone was able to track
the reference of 0.6 m inside the elevator, with the apparition
of small peeks when the elevator accelerates or decelerates. In
addition, we notice that the simulated altitude x5Sim is close
to the experimentally measured one x5Exp. The mismatch
is due to mobilisation errors of the model implemented in
Matlab. Figure 3 (b) compares the measured elevator ac-
celeration az,Exp with the estimated acceleration from the
onboard EKF UI âz,Exp and the estimated acceleration using
the implemented EKF-UI on Matlab âz,Sim. The estimated
acceleration using the implemented EKF-UI is better than the
one estimated using the onboard EKF-UI. However, we notice
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Fig. 4. Comparison between the velocity estimation error of the simulated
EKF-UI using Matlab (in blue) and the implement onboard EKF-UI (in
orange)

that in the last 50s the estimated acceleration using the onboard
EKF-UI âz,Exp is very close to the estimated acceleration
using the implemented EKF-UI on Matlab âz,Sim. Despite the
estimation error of the elevator acceleration, the closed-loop
system converges to the desired reference inside the elevator.
This is due to the fact that the sliding mode control law uses
the a-priori set upper bound of the elevator acceleration instead
of using its estimate.
Figure 4 illustrates the velocity estimation error from both the
onboard EKF-UI and implement EKF-UI on Matlab. The esti-
mation error provided by the onboard EKF-UI is almost equal
to zero unlike the estimation provided by the implemented
EKF-UI. This is explained by the fact that in the simulation
the EKF-UI uses the output of the model which contains model
uncertainties. On the other hand, the onboard EKF-UI directly
uses the measured altitude. Therefore, velocity estimation is
more accurate.

VIII. CONCLUSION

The present paper proposes a formulation for drone reference
tracking in a GPS-denied moving environment. The moving
environment is associated with a non-inertial frame and is
assumed to have a transnational motion in the geostationary
reference frame. Based on the relative motion principles,
the drone motion in the non-inertial frame is derived. An
Extended Kalman Filter with Unknown Inputs (EKF-UI) is
then used to simultaneously estimate the states of the drone
and the moving environment accelerations. A sliding mode
controller is then designed and the control laws are computed
to ensure the overall convergence of the closed loop system.
The combined EKF-UI and Sliding Mode controller showed
good performance in making the drone track the desired
reference inside the moving environment in both simulation

and experiment. Our future research in this area will focus on
a general case with translational and rotational motions in the
inertial frame of reference.
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